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Abstract 

 In the past decade, deep learning has been applied to various medical image analysis tasks. Skeletal bone 

age estimation is clinically important as it can help prevent age-related illness and pave the way for new 

anti-aging therapies. Recent research has applied deep learning techniques to the task of bone age 

assessment and achieved positive results. In this paper, we propose a bone age prediction method using a 

deep convolutional neural network. Specifically, we first train a classification model that automatically 

localizes the most discriminative region of an image and crops it from the original image. The regions of 

interest are then used as input for a regression model to estimate the age of the patient. The experiments 

are conducted on a whole-body scintigraphy dataset that was collected by Chonnam National University 

Hwasun Hospital. The experimental results illustrate the potential of our proposed method, which has a mean 

absolute error of 3.35 years. Our proposed framework can be used as a robust supporting tool for clinicians 

to prevent age-related diseases. 
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I. INTRODUCTION 

 

The global population is aging, leading to an 

increase in the incidence of age-related diseases. A 

patient's age can be used to evaluate his health and 

aging status. Much research on aging focuses on 

people aged 60 or above, who usually already have 

age-related diseases [1-3]. Chronological age 

(CA), what we usually call “age,” is of limited 

applicability to estimating one's physiological status, 

while biological age (BA), which is estimated using 

certain biomarkers, can more clearly reflect the 

person's physical condition and aging state [4]. 

Some studies have shown that BA can be used as an 

evaluation index of mortality, morbidity, incidence of 

disease and disability [5,6]. Therefore, age 

estimation is a key task in the fields of health 

informatics, forensic science and anthropology.  

Some remarkable studies about bone age 

estimation (BAE) are Greulich-Pyle (GP) [7] and 

Tanner Whitehouse (TW) [8]. In the former method, 

bone age is estimated by comparing the whole hand 

radiograph with a reference atlas of representative 

ages that is easily applied in clinical practice, while 

the TW examines 20 specific regions of interest 

(RoIs) and assigns scores based on the local 

structural analysis. However, manual methods can 

be time-consuming and burdensome to radiologists. 

These disadvantages have led to the establishment 

of several automatic computer-assisted techniques. 

Over the past decade, machine learning (ML) has 

been at the heart of many advancements in the field 

of medical image analysis. The BoneXpert model 

was developed based on conventional ML techniques 

that have been shown to have good performance for 

patients in various clinical settings [9]. Recently, 

deep learning (DL) has produced many promising 
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results that go far beyond the results of previous 

methods in many areas. The use of DL in bone age 

assessment using X-ray images of hands has 

received a lot of attention. The hand is the body part 

of choice for X-ray imaging due to its high bone 

count and relatively low radiation requirement [10]. 

Other studies have demonstrated the relationship 

between the aging process and bone degradation as 

well as age-related bone uptake of Tc-99m-HDP 

measured by whole-body bone scintigraphy [11,12]. 

To quantify the BA of adult bone before the first 

signs of bone degeneration, a (BAE) method with 

whole-body bone scintigraphy was suggested [13]. 

Bone scintigraphy is a highly sensitive nuclear 

medicine diagnostic imaging technique that is most 

often performed in all radioactive processes [14]. 

This technique uses radiation to assess the 

distribution of active bone formation in the skeleton 

and detect early significant metabolic changes before 

they become obvious in conventional radiographs.  

In this paper, we focus on DL approaches for the 

task of predicting the ages of whole-body bone 

images. This task presents two main challenges: (1) 

Raw input images are large (about 900 x 3000 

pixels). This size is too big for most convolutional 

neural network (CNN) models to learn efficiently. A 

common solution to this problem involves downsizing 

the original images, but doing so may cause loss of 

some important information. (2) Not all parts of the 

body are important for age estimation. Use of 

whole-body images can make it difficult for the 

model to focus on the important regions. A recent 

DL-based method shows improved BAE 

performance by localizing the RoIs and using these 

regions for the regression task instead of the raw 

images [15]. Even though the method significantly 

improves BAE performance, it suffers from one 

major limitation: manual specification of RoIs can be 

expensive, time-consuming and almost impossible 

without domain knowledge from expert radiologists. 

Therefore, in this paper, we propose a DL-based 

approach that automatically localizes the most 

discriminative region for BAE without requiring any 

extra annotation. Specifically, we first train a 

classification model to learn the attention maps of the 

most informative regions. Guided by those attention 

maps, we then crop the RoIs from the original images 

and use them as input for the regression model. 

The rest of this paper is organized into four 

sections. Section II outlines the related work. Our 

proposed method for localizing the most informative 

regions and predicting the age are shown in section 

III. The experimental results are provided in Section 

IV. Finally, conclusions and future work are 

presented in Section V. 

 

II. RELATED WORK 

 

In recent years, numerous DL-based image 

analysis methods have been developed for BAE, 

which is a fundamental process that is used to 

evaluate the states of many diseases. Recently, the 

CNN-based LeNet-5 network was presented, 

which uses 32 x 32 input images instead of 512 x 

512 images to predict the age of bone [16]. Support 

vector regression (SVR) can be used to aggregate 

heterogeneous features for the estimation of bone 

age [17]. An effective CNN and SVR-based model 

was also developed that gives better BAE 

performance when the data are in a heterogeneous 

form. Another popular model is BoNet, which is an 

ad-hoc CNN for BAE that exploits the deformation 

layer to address nonrigid deformation of bone [18]. 

In addition, a CaffeNet-based CNN model is 

presented in [19], which has low complexity 

compared to other DL models. It has numerous 

edges that are connected to its neurons, and fixed 

neuronal values are used. In a BAE task, CaffeNet-

CNN models perform better when the size of the 

training data is reduced. Furthermore, some studies 

focus on applying transfer learning for bone age 

classification. A Google Net network with a depth of 

22 layers was used for a classification task in [16]. 

The model was pre-trained on the ImageNet dataset, 

and an inception block was used to train the 

classification model.  

BAE is a fine-grained recognition task because 

ossification patterns are usually contained in specific 

small regions. Some previous work focuses on 

localizing or finding the bounding box of the most 

informative regions for BAE [15,19]. However, the 

heavy requirement for manual input from domain 

experts makes it impossible to apply to a large-

scale dataset.  Some recent studies looked at 

attention-guided localization, which allows a CNN to 

focus on some specific regions of the input images. 

Hyunkwang Lee et al [20]. proposed an automated 

model that segments the region of interest, 

standardizes the image, and processes the input 

radiographs for BAE. In [21], Li et al. propose an 

Smart Media Journal / Vol.10, No.2 / ISSN:2287-1322
2021년 06월 스마트미디어저널 23



attention-based multiple instances learning model 

for weakly-supervised RoI detection. Fu et al [22]. 

proposed RA-CNN, a model that learns 
discriminative region attention and region-based 

feature representation at multi-scales image 

recognition. Another method is class activation 

mapping (CAM) [23] that utilize a global average 

pooling layer with CNN in order to understand which 

parts of an input image were important for a 

classification decision. Furthermore, Grad-CAM 

[24], a generalization of CAM which is applicable to 

a significantly broader range of CNN model families. 

 

III. PROPOSED METHOD 

 

In this section, we present our proposed method for 

prediction of bone age. As shown in Figure 1, our 

proposal includes two phases: RoI localization and 

age estimation. In the localization step, we first train 

a classification model to generate attention heat maps 

that are used to find the most discriminative regions. 

Guided by these heat maps, we then crop the RoIs 

from the original images. These cropped patches, 

along with gender information, are used as input for 

the regression network to predict patient age. 

 RoIs localization techniques are widely used in 

many images analysis research [19-24]. Inspired 

by these techniques, we propose a method that can 

automatically identify highly discriminative local 

patches for BAE. Our patients are divided into four 

groups by age as in Figure 1(a). For the image 

features extraction task, we apply ResNet50, a CNN 

model that was designed to ease the training of deep 

networks, which can easily enjoy accuracy gains 

from greatly increasing depth [25]. Let F ∈ RUxVxK 

denote K feature maps (with width U and height V) 

of the last convolutional layer and Yc is the output for 

class c. The feature maps are then fed into a global 

average pooling (GAP) layer, followed by a fully 

connected (FC) layer. First, we compute the 

gradient of Yc with respect to the feature maps Fk (k 

= 0, 1, ..., K-1) as: 
𝜕𝑌𝑐

𝜕𝐹𝑘
. In next step, we apply GAP 

to the gradients over the width dimension (indexed 

by i) and the height dimension (indexed by j) as in 

Eq. (1): 

𝑤𝑘
𝑐 =  

1

𝑍
∑ ∑

𝜕𝑌𝑐

𝜕𝐹𝑖𝑗
𝑘

𝑗𝑖

 
 

(1) 

The 𝑤𝑘
𝑐 value in for class c and feature map k is used 

as the weight applied to the corresponding feature 

 
 
 

 

Fig. 1. Our proposed method includes 2 networks. (a) Localization network. (b) Regression 

network 
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map Fk, and calculate the final heatmap using the 

weighted sum of feature maps as in Eq. (2): 

𝐻(𝑖,𝑗)
𝑐 =  ∑ 𝑤𝑘

𝑐𝐹(𝑖,𝑗)
𝑘

𝐾−1

𝑘=0

 
 

(2) 

The final heatmap now has size U xV, similar to the 

size of the final convolutional feature maps. After 

obtaining the heat map Hc, we resize it to the original 

input images and design a binary mask Mc to define 

the most informative regions of the input image: 

 

 

where γ is the threshold that specifies the size of the 

cropped regions. The higher value of γ lead to the 

smaller size of RoIs, and vice versa. Based on Eq. 

(3), we can crop the most discriminative regions for 

BAE. In this work, we train the classification model 

with the original images which have been resized to 

300x1000, and the value of γ is set to 150 

empirically. 

 In the second phase, we perform the bone age 

regression task with the cropped RoIs. As shown in 

Figure 1(b), we utilize the InceptionV3 model for 

feature extraction. Gender information is also applied 

in this phase, which is crucial for the accuracy of the 

age prediction, as male and female bone structures 

are naturally different [26]. We make the gender 

network that takes a binary input (0 for female or 1 

for male) and fed it to a FC layer. The output was 

concatenated with image features before fed to two 

additional FC layers and a final layer of a single 

neuron with linear activation to predict the age. The 

loss function for our regression model is the mean 

square error (MSE): 

 

𝑀𝑆𝐸 =  
1

𝑁
∑(𝑦𝑖

^ − 𝑦𝑖)2

𝑁

𝑖=1

 
 

(4) 

 

In Eq. (4), N is the batch size. yi
^ and yi are the 

predicted age and actual age. Mean absolute error 

(MAE) is the metric used to evaluate our model as 

in Eq. (5): 

 

𝑀𝐴𝐸 =  
1

𝑁
∑ |𝑦𝑖

^ − 𝑦𝑖|

𝑁

𝑖=1

 
 

(5) 

 

 

 

IV. EXPERIMENT AND RESULTS 

 

The dataset used in this paper includes whole-

body bone scintigraphy images from 3636 subjects, 

along with their age (which ranges from 40 to 80) 

and gender information. The distribution of age and 

gender is shown in Figure 2. It is shown that the 

patient distribution in each class is almost even. For 

the classification network, we apply ResNet50 for 

feature extraction, then add a GAP layer followed by 

a final FC layer with 4 output nodes. Some samples 

of the heat maps and RoIs generated by our 

localization model are shown in Figure 3. We found 

that the most discriminative region is usually around 

the center of the body. In the regression phase, the 

cropped RoIs are taken as input for an InceptionV3 

followed by a GAP layer. The binary gender input is 

fed through a 32-neuron FC layer before being 

concatenated with the image features. The 

concatenated layer then is fed through two 1024-

neuron FC layers with relu activation and a dropout 

of 0.2 after each before serving as input for the last 

single-neuron layer for age prediction. Both of the  

𝑀(𝑖,𝑗)
𝑐 = {

1    𝐻(𝑖,𝑗)
𝑐 ≥  𝛾

0    𝐻(𝑖,𝑗)
𝑐 < 𝛾

 
 

(3) 

 

  

Fig. 2. (a) age distribution, (b) gender 

distribution  
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CNN models are pre-trained on the ImageNet 

dataset. The implementation is conducted in 

Tensorflow with Adam optimizer, a batch size of 32 

and a learning rate of 0.0001. Figure 4 illustrates the 

prediction result of our proposed framework on the 

test dataset. For comparison purposes, we trained 

some widely-used CNN architecture for BAE task, 

including VGG19, Xception, ResNet50, and the model 

of multiple inputs VGG16 that was proposed in 

recent research [13]. All input images were resized 

to 250x750 for these models. Gender information is 

known as an important factor in BAE because of the 

physical differences between men and women. Table 

1 demonstrates the performance of our model in 

comparison with other networks, which are also 

pre-trained with the ImageNet dataset. Clearly, our 

 

 

 

Fig. 3. Some samples of RoIs localization. (a) Original images, (b) Heat maps generated by 

the localization network, (c) heat maps overlay on original images, (d) cropped patches 
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proposed method outperforms the others, with an 

MAE of 3.35 years. To evaluate the impact of gender 

information on the BAE task, we implement all the 

models under two conditions: with and without 

gender input. Inclusion of gender information 

improves the performance of every model, 

confirming that it is an important factor for BAE. 

 

 

Fig. 4. Prediction result on test dataset 

 

Table 1. Performance of different models 

 

 MAE (years) 

Methods With gender Without gender 

VGG19 8.02 8.31 

ResNet50 7.42 7.81 

Xception 4.49 5.24 

Multiple 

inputs VGG16 

[13] 

3.40 3.75 

Proposed 

method 

3.35 3.41 

 

 

 

 

 

V. CONCLUSION 

 

 In this paper, we proposed an approach to improve 

the performance of BAE by automatically localize the 

most discriminative patches in the full-body images, 

using them as input for regression model. Traditional 

methods usually resize input images to a smaller 

resolution before training, which can lead to the 

missing of valuable information. Localizing the RoIs 

instead of resizing the images not only reduces the 

computational burdens but also specifies the most 

informative regions and keep them for training. The 

experimental result shows the efficiency of our 

method with the MAE of 3.35 years. Our research 

also indicates the key role of gender information for 

the task of bone age prediction. Furthermore, finding 

the RoIs in whole-body images is a complex 

problem that need more research and guarantees. 

For the future work, we plan to localize multiple RoIs 

to ensure no valuable information is missing. 
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