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Abstract 

  Sepsis is one of the leading causes of mortality globally, and it costs billions of dollars annually. However, 

treating septic patients is currently highly challenging, and more research is needed into a general treatment 

method for sepsis. Therefore, in this work, we propose a reinforcement learning method for learning the 

optimal treatment strategies for septic patients. We model the patient physiological time series data as the 

input for a deep recurrent Q-network that learns reliable treatment policies. We evaluate our model using an 

off-policy evaluation method, and the experimental results indicate that it outperforms the physicians’ 

policy, reducing patient mortality up to 3.04%. Thus, our model can be used as a tool to reduce patient 

mortality by supporting clinicians in making dynamic decisions. 
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 INTRODUCTION 

 

Sepsis is a serious infection that leads to life-

threatening acute organ dysfunction [1]. It is one of 

the leading causes of patient mortality globally, and 

it costs billions in hospital care annually. However, 

there are some factors that make it difficult to decide 

among the available treatment methods for sepsis: 

First, it is a medical emergency that requires rapid 

intervention from a physician [2]. Secondly, there is 

no exact definition of the effective treatment for 

sepsis in every case, because each patient can 

respond differently to the medication. In practice, 

each individual physician administers treatment 

differently. Recent research has shown that in 

addition to antibiotics and infection source control, 

the specific administration of intravenous fluids and 

vasopressors also plays a key role in clinical 

interventions [3]. However, the specific amounts of 

these two medicines given to a patient are mostly 

based on the experience of the clinician, and there  

are no reliable guides. This can lead to negative side 

effects in some portion of patients [4]. 

Over the past decade, considerable advancements 

have been made in machine learning for use in the 

medical field, particularly in diagnosing conditions 

and forecasting the outcomes of patients. To date, 

there has not been much research focusing on 

treatment. For some specific diseases, such as 

sepsis, finding the optimal treatment is extremely 

important but highly challenging. Reinforcement 

learning (RL) can be considered the best candidate 

to address this problem because of its effectiveness 

in many sequential decision-making problems. 

However, in many real-world problems, it is costly 

or impossible to create an environment in which to 

train RL agents. In such cases, it is necessary to 

learn from observational historical data, which is the 

idea behind off-policy reinforcement learning. "Off-

policy" means that the agent learns the optimal policy 

from another available policy. Our agent is trained to 

learn the optimal treatment policy from the 
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physicians, then improves upon it.  

In this work, we propose an approach for 

discovering the optimal treatment policies for sepsis 

based on a historical time-series dataset of sepsis 

patients. Our method involves combining a 

variational auto-encoder (VAE) with a deep 

recurrent Q-network with dueling architecture 

(DDRQN), which is an extension of the dueling deep 

Q-network (DDQN) [5], which can memorize past 

states and actions. Considering that the previous 

state-action pairs can affect the decision at the 

current time-step, we apply LSTM layers instead of 

fully connected neural network layers in the DDQN 

architecture to capture the long-term memories, 

thereby improving the performance of the RL agent. 

The rest of this paper is organized into five sections. 

Section II discusses the background and related 

work. Section III describes how to set up the RL 

environment for the sepsis treatment problem. Next, 

our proposed method for finding an optimal 

treatment policy is shown in Section IV. The 

experimental results are provided in Section V. 

Finally, the conclusions and future work are 

presented in Section VI. 

 

 BACKGROUND AND RELATED WORK 

 

 To learn the optimal policy from the observational 

historical data, one popular algorithm in RL is Q-

learning. Recently, with the growth of deep learning 

(DL) techniques, a lot of research has successfully 

combined RL with DL into a method called deep 

reinforcement learning. The approach which applies 

the Q-learning algorithm along with DL is known as 

the Deep Q Network (DQN). The idea of this method 

is to use a deep neural network that takes the states 

as input, then estimates the action-value function 

(Q-value function) for every possible action. The 

Q-value of a state-action pair (s, a) corresponds to 

the expected cumulative reward from taking an 

action “a” at state “s”: 

 

𝑄(𝑠,𝑎) = 𝐸[∑ 𝛾𝑡𝑟𝑡]𝑡≥0             (1) 

 

Here, 𝛾 is the discount factor, which captures the 

trade-off between immediate and future rewards. 

Then, the optimal policy is specified by choosing the 

action with the highest Q-value at each state. Figure  

1 shows the simple idea behind DQN.  

 The original DQN algorithm is known to have some 

weaknesses, which are overcome in the Dueling 

Deep Q Network (DDQN). In this model, the Q-

value is split into two streams: the value function 

(which determines how good the current state is) 

and the advantage function (which represents the 

quality of the chosen action). The advantage of this 

splitting strategy is that it can evaluate the potential 

of the current state without having to learn the effect 

of each action on it. In some specific cases, actions 

might not always affect the environment in 

meaningful ways. For example, for states in which 

the patient is almost dead no matter what action is 

taken, trying to find the optimal action may waste 

time and make the model difficult to converge. A 

recent research has applied DDQN to sepsis 

treatment and achieved positive results [6]. 

However, it is shown that sometimes the DDQN 

model can select a dangerous action which rarely or 

never performed by clinicians [7]. Therefore, in [7], 

they proposed a method of combining DRL-based 

method with kernel-based which keeps the model 

stay close to the data, removing some dangerous 

actions. 

 As our dataset in this research included a lot of 

information without a clear structure, it is difficult for 

machine learning models to learn it. To overcome 

this difficulty, we apply a variational autoencoder 

(VAE) [8] that generates the latent state 

representation for the patients states. One limitation 

of a common autoencoder is that it is trained to 

ensure that the encoding and decoding process 

involves as little loss as possible without giving any 

consideration to how the latent space is organized. 

To overcome this limitation, VAE introduces some 

regularization terms during the training process to 

avoid over-fitting and ensure that the latent space 

has good properties for the generative process. 

 Similar to a standard autoencoder, a VAE is an 

architecture that includes both an encoder and a 

decoder that are trained to minimize the 

reconstruction error. However, rather than encoding 

an input as a single point, VAE encodes it as a 

Fig. 1. A Deep Q Network 
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distribution over the latent space. Next, from that 

distribution, a point from the latent space is sampled 

and then decoded to compute the reconstruction loss. 

Finally, the reconstruction error is back propagated 

through the network. The VAE architecture is shown 

in Figure 2. The regularization term here is that it 

enforces the distributions returned by the encoder to 

be close to a standard normal distribution. Therefore, 

the loss function is composed of common 

reconstruction loss and a regularization 

term, which is the Kulback-Leibler divergence 

between the returned distribution and a standard 

Gaussian distribution:  

 

𝐿 = |𝑥 − 𝑥′|2 + 𝐾𝐿[𝑁(𝜇𝑥 , 𝜎𝑥), 𝑁(0, 𝐼)]      (2) 

 

 SETTING UP ENVIRONMENT FOR 

REINFORCEMENT LEARNING 

 

In this work, we use observational historical data 

extracted from the Multiparameter Intelligent 

Monitoring in Intensive Care Unit (MIMIC-III v1.4) 

database [9]. This is a large, public, critical care 

database that contains health data of more than 

60,000 Intensive Care Unit (ICU) admissions. The 

database includes demographics, laboratory test 

values, vital signs, medications, and more. For our 

research purposes, we focus on patients who fulfill 

the sepsis-3 criteria [1]; this is defined as a 

suspected infection combined with organ 

dysfunction, which is specified by a Sequential 

Organ Failure Assessment (SOFA) score greater 

than or equal to 2.  

The exclusion criteria for our final dataset include 

patients younger than 18 years old as well as 

patients with medicine intake or mortality that were 

not documented. For each patient, data are 

aggregated into multidimensional discrete windows 

with 4-hour time steps. Some specific features with 

multiple measurements within 4 hours are either 

summed (such as urine output) or averaged (such as 

heart rate). After the extraction and preprocessing 

steps, the final dataset includes 17,928 patients. 

 The MIMIC-III v1.4 dataset is stored in Postgres 

SQL and queried using pgAdmin 4. Some information 

about the resulting cohort is listed in Table 1. The 

data are divided into 70% for the training set, 10% 

for validation, and 20% for the testing set. 

 

Table 1: Some information about the final 

dataset 

 % 

Female 

Mean 

Age 

Total 

Population 

Survivors 42.7 62.5 15,463 

Non-

Survivors 

48.1 69.2 2,465 

 

To define the states, for each patient, we extracted 

42 physiological features which we believed to be 

the important factors that should be examined by 

physicians when deciding upon the dosage for 

patients. These features contain information on 

demographics, vital signs, laboratory test results, 

and intake/output events. The features were 

converted into multidimensional time series data 

with a time interval of 4 hours. The list of used 

features is presented in Table 2.  

 

Table 2. 42 Physiological features used to 

represent each patient’s state. 

Group Features 

Demographics Shock Index, Elixhauser, SIRS, 

Gender, GCS, SOFA, Age 

Lab Values Albumin, Arterial pH, Calcium, 

Glucose, PTT, Potassium, 

SGPT, Arterial Blood Gas, BUN, 

Chloride, INR, Sodium, Arterial 

Lactate, CO2, Creatinine, 

Ionised Calcium, PT, Platelets 

Count, SGOT, Total bilirubin, 

White Blood Cell Count 

Vital Signs Diastolic Blood Pressure, 

Systolic Blood Pressure, Mean 

Blood Pressure, PaCO2, PaO2, 

FiO2, PaO2/FiO2 ratio, 

Respiratory Rate, Temperature, 

Heart Rate, SpO2, HCO3 

Intake and 

Output Events 

Fluid Output - 4 hourly period, 

Total Fluid Output 

 

 

Fig. 2. A Variational Autoencoder 
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In this work, we follow a previous study that defined 

a discrete action space based on a combination of 

two popular drugs for sepsis: intravenous fluids and 

vasopressors [10]. For each medicine, we divided 

the dosage into five levels, from 0 to 4; note that we 

included the case in which no drug was given as 0. 

The action space included all possible dosage 

combinations of these two kinds of drugs. Therefore, 

there are 25 actions in total, which we converted into 

integers ranging from 0 to 24, as shown in Figure 3. 

 In many real-world problems, it is extremely 

difficult to build a reward system for an RL model. In 

some contexts, such as video and board games, 

reward is based mostly on the terminal state, which 

corresponds to winning or losing the game. In these 

cases, the RL agent can play the game again and 

again many times, where the only target is winning. 

Thus, there is not much attention given to feedback 

of intermediate states. However, for some specific 

fields, such as the healthcare and medical field, 

setting only one reward at the end (survival or death) 

can lead to a lot of potential danger for patients, 

because a bad action in any step can lead to 

significant harmful effects. Further, in the context of 

treating septic patients, it is difficult to find a reward 

function that balances immediate improvements with 

future long-term success. The task of defining 

reward function in such cases typically requires 

advice from domain experts. 

 In our work, for the final time steps, we issued a 

positive reward of +15 if the patients survived 

during their stay in the hospital, and a penalty of -

15 if they did not. In terms of the intermediate states, 

we followed prior research to define the reward 

based on changes in SOFA score (measuring 

patients' organ failure) and lactate levels (measuring 

the cell-hypoxia that is often higher in sepsis 

patients) [6]. If there were decreases in these 

metrics between two consecutive states, we gave a 

positive score, while we applied a penalty if both 

metrics increased. Our reward function for 

intermediate time steps is shown as: 

 

𝑟(𝑠𝑡, 𝑠𝑡+1) = 𝐶1(𝑠𝑡+1
𝑆𝑂𝐹𝐴 − 𝑠𝑡

𝑆𝑂𝐹𝐴) + 𝐶2tanh⁡(𝑠𝑡+1
𝑙𝑎𝑐𝑡𝑎𝑡𝑒 − 𝑠𝑡

𝑙𝑎𝑐𝑡𝑎𝑡𝑒) 

                                                (3) 

 

We opted to use C1 = -0.125 and C2 = -2; these 

values were selected to ensure that the values of the 

intermediate rewards did not exceed the final reward 

(±15). It should be noted that we also gave a reward 

of -0.025 if the SOFA scores did not change after 

moving to the next state. The final reward value at 

the end of each patient's trajectory was selected as 

±15, because the highest SOFA score value is 15. 

Patients who reach that score are almost dead. 

 

 PROPOSED METHOD 

 

In this paper, we proposed a method of using deep 

reinforcement learning to find the optimal treatment 

policies for septic patients. First, we apply a VAE to 

preprocess and denoise the physiological states. 

Then, the latent states space from VAE is used as 

the input for our model, the Deep Recurrent Q 

Network with dueling architecture, to estimate the 

Q-value for every state-action pair. The optimal 

policy is specified by following the action with the 

highest Q-value at each state. The overall workflow 

of our proposed method is illustrated in Figure 4. 

 In this work, VAE was used to encode 42 patient 

features into a smaller, more compact state 

representation of 30 features which are used as 

input for the RL model. By doing so, we can simplify 

the learning problem and exclude redundant 

information from the input data. We implemented the 

VAE with three dense down-sampling layers in the 

encoder, sampling via re-parameterization, and 

three up-sampling layers in the decoder. 

 In this research, we use an extension of DQN, the 

deep recurrent Q-network (DRQN) [11]. DQN has 

proven to be unable to master the problems that 

require agents to remember events that are far from 

the past. By contrast, DRQN, which combines a Long 

Short Term Memory (LSTM) with a DQN, handles 

the loss information better than the standard DQN. In 

our model, we apply the DRQN with the dueling 

structure (DDRQN) while using two LSTM layers 

Fig. 3: An action space 
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that feed to two fully connected layers, before 

splitting into the value stream and the advantage 

stream, which are finally aggregated to obtain the Q-

value. The overall workflow of our proposed method 

is shown in Figure 4. The final loss function is similar 

to the common loss function of DDQN: 

 

𝐿(𝜃) = (𝑄𝑑𝑜𝑢𝑏𝑙𝑒−𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑄(𝑠, 𝑎; 𝜃))2     (4) 

With: 

𝑄𝑑𝑜𝑢𝑏𝑙𝑒−𝑡𝑎𝑟𝑔𝑒𝑡 = 𝑟 + 𝛾𝑄(𝑠′, 𝑎𝑟𝑔𝑚𝑎𝑥𝑎′𝑄(𝑠
′, 𝑎′; 𝜃); 𝜃′) 

(5)  

where 𝜃 are the weights used to parameterize the 

main network and 𝜃′are the weights used to 

parameterize the target network. 

 EXPERIMENTAL RESULTS 

 

 Our proposed model uses two LSTM layers with 64 

hidden nodes before going through two fully 

connected layers with 128 nodes. We implemented 

DDRQN in Tensorflow while using an Adam optimizer, 

batch normalization, and the Leaky-ReLU activation 

function. The model was trained for 200,000 steps 

with a batch size of 32. We opted to use the discount 

factor 𝛾 =0.99 to capture the influence of far future 

rewards. 

 To ensure the confidence of our proposed method, 

we examined the frequency of each action on the 

testing set following our model’s policy, then 

compared it with that of the physicians' policy. Figure 

5 shows the action distribution of the physicians' 

policy and our model's policy on the testing data. As 

shown in the figure, clinicians most often use actions 

0, 5, 10, and 15. This trend is also reflected in the 

policies learned by our model. This proves that the 

policy derived from our proposed method is clinically 

interpretable and reliable. The main difference 

between our model and the physicians’ policy is that 

our model suggested action 5 most of the time, while 

physicians most often prefer action 0 (meaning no 

drug is given).  

 In this paper, we applied a method of Doubly Robust 

Off-policy Evaluation to estimate the expected 

return of each policy [12]. For each patient 

trajectory H, we estimated the value of the learned 

policy 𝑉𝐷𝑅
𝐻  using the following recursion:  

 

𝑉𝐷𝑅
𝐻−𝑡+1 = 𝑉(𝑠𝑡) + 𝜌𝑡(𝑟𝑡 + 𝛾𝑉𝐷𝑅

𝐻−𝑡 − 𝑄(𝑠𝑡 , 𝑎𝑡))  (6) 

 

then, we averaged the value obtained across all 

trajectories to obtain the results. Note that H is the 

length of a trajectory and that V(st) is the value 

function at state st, which measures the expected 

cumulative reward from state st. 

  In this work, the target of our model is to find the 

optimal treatment policy that can reduce the risk of 

mortality of septic patients. To understand how the 

expected discounted returns are related to mortality, 

we obtain the Q-values of physicians’ actions to 

Fig. 4. Overall workflow of our proposed method 

 

Fig. 5. Action distribution on the test set 
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produce an empirically derived function of mortality 

versus expected return, as we know the real 

mortality of patients when following the physicians’ 

policy. Then, we compute the proportions of 

mortality among the different methods to compare 

the performance of our model with those of others. 

Figure 6 shows the inverse relationship between 

them, which indicates that our proposed method can 

decrease patient mortality. Table 3 presents the 

comparison of the performance of our proposed 

model (DDRQN) with those of other methods. Note 

that we test our model with two options: with and 

without VAE. The result indicates that our proposed 

method outperforms others, ultimately reducing 

patient mortality by 3.04% compared to that of the 

physicians’, and that VAE also slightly improves the 

DDRQN. 

 

Table 3. Comparison among different methods 

Policy Expected 

return 

Estimated 

percent of 

mortality 

Physician 9.67 14.08 ± 0.5% 

DDQN [10] 10.16 12.57 ± 0.4% 

MoE [12] 11.04 12.14 ± 0.5% 

DDRQN 11.23 11.68 ± 0.4% 

VAE-DDRQN 11.87 𝟏𝟏. 𝟎𝟒 ± 𝟎. 𝟒% 

 

V. CONCLUSION 

 In this paper, we proposed a method of improving 

sepsis treatment policies by using the deep 

recurrent Q-network with dueling architecture 

technique. Our model was proven to be clinically 

interpretable, and it outperforms the physicians' 

policy in some extents based on the Doubly Robust 

estimator. The proposed framework can be used as 

a clinical decision-supporting tool for physicians to 

deal with the problem of rapid intervention for septic 

patients. However, off-policy evaluation is a 

complex problem that requires more research and 

guarantees. For future work, we plan to focus on 

building an environment that predicts the next state 

of a patient when given the current state and an 

action. As off-policy evaluation methods have some 

specific limitations, building a simulator of patient 

trajectories is necessary and important for 

evaluating the performance of RL models. 
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