20253 128 ADED|C|IO{ XN Y 19

@0l So|ngE g9 Z-Al A4 3A DA
CrossEncoder 719t A4 3t A<
(Detecting Human—Al Boundaries in Korean Hybrid Texts: A CrossEncoder—based Direct
Learning Approach)

ol=%, Lnl%, A

, ==

(Do Hyun Lee", Misoo Kim", Nam Rye Son™)

FHZ ChatGPT9} 22 AE J1EA1e] w453 S B2E A whlo)] 2821 Wik 7EAgit) 53] Ik
7} Fhste] Adsle slolnE|= ginErE S| we) 7|2e] vt ofxl i o] AP EevhaL 7
9] BA A 7 FoAdo] FzhE AL Q) A ghao] A AviAelA QIkte] At Ftal AL} A
Hat 7ke] AAE AP o2 XSk wAIE theth o1& 98l 7129 Triplet Loss 7|0k 7H 8ls5 Wh2le] 324
AE EA8}aL W2 7|9 Adaptive Threshold 28 23 CrossEncoder 717 25 7] &2 B2S: AlQkshc)
AP 947719] Fho] slolB = AR A TS tlolEAlS E8ale] FESE ARk
CrossEncoder 22 Fixed Top-K 71F9|4 Fl-score 0.5972 ©4d3}o] Triplet Loss ™1 ¢k 27% 3k A%-S
Bt} Tgk Adaptive Threshold 218 E48ks o ks o= gh«] e} A-8-2o] 2 7=l oM, Fof
dloJEj Aol A= CrossEncoder’} 73 2 A5(0.7360)2 71531tk ofgt 3l=to] dlo]ejAlo|lA= Adaptive
Threshold #-& A TriBERT7} CrossEncoder .t} 43 $-418F AxpE B3tk o]23t Z¥k= CrossEncoder 3
o] o] oA HA 'Aol] Y-S Hojg= FAlol|, Adaptive Threshold #jo] 2@l 39} F351|
s Pl 7ot He ARk

&

T g
o
o

I

&

B o] @ Al 92E &4 ; sfo|Hg= gxE ; B3 A 84 ; AAY Al tEdond
Abstract

The rapid advancement of generative artificial intelligence, exenplified by systems such as ChatGPT, has
fundamentally transformed the way text is produced. With the increasing prevalence of hybrid texts collaboratively
authored by humans and Al the limitations of traditional binary classification approaches have become evident,
underscoring the need for sentence-level boundary detection techniques. This study addresses the problem of
automatically detecting boundaries between human-written and Al-generated segments in Korean personal statements.
We first analyze the structural limitations of the existing Triplet Loss—based indirect learning method and then propose
a CrossEncoder-hased direct boundary detection model combined with a distribution-based Adaptive Threshold strategy.

Experiments were conducted on a newly constructed dataset of 9,047 Korean hybrid personal statements. Under the
Fixed Top-K evaluation, the proposed CrossEncoder model achieved an Fl-score of 0597, representing a 27%
mmprovement over the Triplet Loss baseline. Moreover, the introduction of Adaptive Thresholding substantially improved
detection precision and overall practicality across both models, with CrossEncoder attaining the highest performance
(0.736) on the English dataset. However, on the Korean dataset, TriBERT slightly outperformed CrossEncoder when
Adaptive Thresholding was applied. These findings demonstrate that while CrossEncoder provides an effective approach
for boundary detection in Korean hybrid texts, Adaptive Thresholding itself serves as a robust enhancement mechanism
regardless of model choice.

M keywords : Al Text Detection ; Hybrid Text ; Sentence Boundary Detection ; Generative Al ; Large Language Model
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Group 1

Taskl (Prefi) - Rewnits the first o} sentences. Mo reuse of onginal words.
=0RIGINAL PREFTX, TO REPLACE={S1..., Sp}
=REMAINDER (keep{npisentences unchanged)={Sp+1... Sn}

Task2 (Suffix) - Rewrite the last{g}sentences. No reuse of original words.
<KEEP FIRST{n-gSENTENCES={51... Sn—q}
<0ORIGINAL SUFFIX TO REPLACE={Sn-q+1... Sn}

Group 2

Task: (Middle) . Rewrite exactly{kimiddle sentences, keeping first{p} and

last{q}
KEEP FIRST{p}={31... 3p} <KEEP LAST{g}>{Sn—g+1... Sn}

Taskd (Preserve-One) : Rewrite the entire essay info {n} sentences,
presemving sentence at pos{f;. <KEEP AS IS at position{j}= {Sf; <ORIGINAL
BEFORE {keep{j-1})={31... Sj-1}<0ORIGINAL AFTER (keep{n-j;)={Sj+1...5n}

Task5 (Incomplete) : Begin with the incomplete hybrid and add {k} sentences. |
l <INCOMPLETE HYBRID= {H1UMUH?Z2}

— e — — — — — — — — — — — — —

I Taskt (Required Ending) : Write {k} sentences so the essay ends with I
the given text. |
l <REQUIRED ENDING={H'1 UMUHZ}
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X 1. sto|E2|= do|E{M(Composition of the Hybrid Dataset)
Task Description Hyper Test Structure #Boundary Number of Datasets
1 A7 AR AR H->M 1 1,509
AN 27N R A E A M ->H 2 1,509
MDA B 1 I R B H->M->H 2 1,508
AW o RS ARAL S B _ _

4 QB Tz 84 M->H->M 2 1,507
5 Task 3 & & FJFE A5 A2 H->M->H->M 3 1,507
6 Task 3 &) & GFF A5 A2 M->H->M->H 3 1,507
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E2. Ms24M d|u(Comparative Analysis of Performance)
dlo]g Al i Precision Recall Fl-score
Fixed + TriBert 0.455 0.830 0.564
o3o] Fixed + CrossEncoder 0.508 0.876 0.616
° Adaptive + TriBert 0.685 0.771 0.685
Adaptive + CrossEncoder 0.750 0.778 0.736
Fixed + TriBert 0.380 0.697 0.468
} Fixed + CrossEncoder 0.509 0.819 0.597
Sharof
Adaptive + TriBert 0.668 0.745 0.664
Adaptive + CrossEncoder 0.651 0.632 0.641
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