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Abstract

In this paper, the current status of SMP support for RTEMS QDP, a real-time operating system
for space missions, major SMP schedulers were analyzed. Symmetric Multi-Processing (SMP) was
introduced from RTEMS 4.11.0 version, but related research is insufficient. Therefore, in this study,
task management, allocation, and load balancing methods of SMP schedulers supported by RTEMS
were analyzed, and in particular, the implementation of EDF_SMP scheduler was analyzed in depth.
In addition, as a result of comparing single-core and multi-core schedulers in an emulator
environment, it was confirmed that performance improvement was confirmed by parallel processing
in long-period tasks when applying SMP, but in the case of short-period tasks, the performance
improvement was limited due to scheduler overhead.
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