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Abstract 
Images and Videos that include the human face contain a lot of information. Therefore, accurately extracting 

human face is a very important issue in the field of computer vision. However, in real life, human faces have 

various shapes and textures. To adapt to these variations, A model-based approach is one of the best ways in 

which unknown data can be represented by the model in which it is built. However, the model-based approach 

has its weaknesses when the motion between two frames is big, it can be either a sudden change of pose or 

moving with fast speed. In this paper, we propose an enhanced human face-tracking model. This approach 

included human face detection and motion estimation using Cascaded Convolutional Neural Networks, and 

continuous human face tracking and modeling correction steps using the Active Appearance Model. A 

proposed system detects human face in the first input frame and initializes the models. On later frames, 

Cascaded CNN face detection is used to estimate the target motion such as location or pose before applying 

the old model and fit new target. 
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 INTRODUCTION I.

With the recent development of science, and 

technology, extracting information from human face 

is an important necessity for many applications such 

as face security system, facial expression 

recognition, automatic improving a taken human 

photo from camera, or automatic robot interaction 

with human, etc. Therefore, a system to accurately 

extract the human face information automatically 

from video is a very urgent requirement for many 

applications[12]. Following that necessity, there are 

many approaches proposed with various techniques 

and their combinations for human face 

tracking[1-3,12]. Among those approaches, we 

decide to use the Active Appearance Model 

(AAM)[1] for the face tracking task. Because the 

AAM is not only suitable for adapting to the change 

of a human face  due to expression or illumination – 

but the landmarks from AAM can also be used as 

features for further development or other 

processing. Our system consist of AAM as the based 

method for tracking and modeling. However as 

model based method has weakness to fast motion 

and need a good initial location, we also use the 

cascaded CNN(Convolutional Neural Networks) face 

detector to solve these problem. 

In this paper, we will describe an approach to 

human face tracking using the AAM through the 

following sections. Section 2 will briefly describe the 

background researches, which used in our paper. 

After that, Section 3 will describe our proposed 

method and some experimental result can be seen in 

Section 4. 
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BACKGROUNDII.

Active Appearance Model 

Active Appearance Model (AAM), which proposed 

by Cootes [1,8,12], is a very popular method in the 

field Computer Vision. The advantages of AAM is 

that the models can define the varying shape and 

appearance of an object based on trained model from 

a representative training set. AMM is a combination 

of shape and texture models is a combination of 

shape and texture (sometimes called appearance) 

models[12]. For the shape model, we require a fixed 

set of landmarks over the sets of training images 

which will define the shape of the learning object. 

Then, the highly similar shapes will be removed 

using Procrustes Analysis. Finally, we apply PCA to 

obtain the final shape model which defined by a mean 

shape () and the eigen-vectors set (). When 

fitting to a new sample, the estimate model ̂ can be 

calculate as: ̂ =  +   

where   is the estimated shape 

weights/parameters to fit ̂  to the sample. 

Similarly, the texture model can be learned by 

taking the texture from marked regions of learning 

objects and warp them into the mean shape. Then, 

we apply PCA to obtain the texture model t. As 

mention above, in this model, the shape is all warp 

into the mean shape so while the color changing the 

shape is remaining the same when changing texture 

model parameter. When apply to a new target, the 

model can be estimate as: ̂ =  +   

where   is the estimated texture 

weights/parameters to fit  to the sample. 

After that, when input a new target, the model will 

be fit onto the target by minimizing the difference 

between the target texture and shape with the model 

follow either fitting them separately or after 

combined them into one model. Both methods have 

their own strong and weak points [2].  

Cascaded CNN Face Detector 

Cascade face detector was first proposed by Viola 

[5], using Haar-like features to train cascaded 

classifiers which can do the task of face detection in 

real-time with notable efficiency in frontal face 

detection. However, the Viola’s cascades is tended 

to fail in cases of unexpected lightning or faces 

poses[12]. We will use K.Zhang’s cascaded CNN[6] 

which follow the approach of Viola cascade 

classifiers but the cascade is trained using the deep 

learning - CNN network.  

In our experimental work we have tested based on 

method which are included 3 stages, each stage uses 

a cascaded built using a full CNN: 

Stage 1: Using the Proposal Network(P-Net) which 

obtains every facial window candidate. The 

candidates are going through bounding box 

regression and non-maximum suppression (NMS) 

to merge the highly overlapped candidates. 

Stage 2: After merging the all the candidate, then 

going into use the Refine Network (R-Net), it 

rejects the face false candidates and leads the true 

candidates to another NMS and bounding box 

regression. 

Stage 3: The detected face region from the second 

stage is fed to the O-Net and also is going through 

NMS and bounding box regression to obtain the five 

facial landmarks. 

Fig. 1. Cascaded CNN example output 

PROPOSED SYSTEMIII.

On the first frame of input video or direct camera 

frames, the system detects the human face and build 

the initial model. Then, to detect the target new 

location and estimate its roll pose, a small region 

search will be applied for every new frame. In case 

of without face finding, the proposed system let the 

model fit to do the tracking job itself. Util the 

video/camera terminate, the process is work 

repeatedly. Fig. 2. shows our system block diagram 

and Fig. 3. illustrates the system process for face 

tracking. 
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Active Appearance Model 

As mentioned above, our system uses AAM as bas
e method for modeling and tracking. To build the m
odel, we used the MUCT(Milborrow / University of 
Cape Town) face database which consist of 3755 fa
ces with 76 landmarks. Some exa-mples of MUCT 
database can be seen in Fig. 4. 

Fig. 4. MUCT face database examples 

For fitting the AAM, we use the separated 

scheme where the shape model is fitted first for 

a target face followed by the texture model on 

the shape region This approach helps us 

stabilize the tracking result compared to the 

Fig. 2.

Fig. 3. Tracking process illustration 

Smart Media Journal / Vol.6, No.3 / ISSN : 2287-1322 2017년 9월 스마트미디어저널              51



combined approach where both model is fitting 

at the same time. 

Motion Estimation 

In this section, we describe the process of motion 

estimate to improve the tracking power of the AAM 

(Fig. 5). First, since model based method is weak to 

large location motion, we apply a small range search 

using CNN cascaded detector within the window of  − ,  +  ,  −  ℎ,  + ℎ, 

where  ,  , , ℎ are the coordinates, width, and 

height of the target respectively. 

Second, we want to estimate the pose of the target 

since sometimes the target changing its pose rapidly 

also cause the model to be failed. In this case, using 

the output of face features from small range search, 

we estimate the face roll pose and straighten it 

before applying the model.  

Fig. 5. Location (upper) and roll pose (lower) 

estimation. 

 EXPERIMENTAL RESULTS IV.

Our system has been implemented in Python 2.7, 

on a system configured with an Intel Core i5-3470 

CPU, NVIDIA GeForce GTX 660 GPU, 8 GB RAM, 

and Ubuntu 16.04. Each page from the PDF files of 

the dataset was converted into a JPG image before 

applying our system. The dataset used for 

experiments and evaluation is sequences with 

human face ground truth in TB-100 Sequences[11]. 

We tested all samples with face in TB-100. The 

example result is shown in Fig. 6, Fig. 7, and Fig. 8. 

To proof the power of our tracking method, we 

also compare with tracking method from [10] with 

the error rate calculated by different between output 

and ground truth center normalize by size of target 

from ground truth. The result is shown in Table 1. 

The error rate is calculated by normalizing the 

Euclidian distance between the center of ground 

truth and output by the size of target from the ground 

truth:  = (, )/
where:  is the error  ( , ) is the Euclidian distance between and   and  are centers of the ground truth 

window and output window respectively  is the size of the ground truth window 

Table 1. Comparison between our method 

and L1_APG 

No. Input Name Error 

Our 
method 

L1_APG 

1 David2 0.0202 0.0017 

2 BlurFace 0.0012 0.0101 

3 Boy 0.0321 0.0434 

4 Dragon Baby 0.0105 0.022 

5 Dudek 0.0015 0.0011 

6 FaceOcc1 0.0007 0.0008 

7 FaceOcc2 0.0016 0.0021 

8 FleetFace 0.0021 0.0034 

9 Freeman1 0.0092 0.0221 

10 Girl 0.0149 0.0061 

11 Jumping 0.0385 0.0396 

12 Man 0.0046 0.0014 

13 Mhyang 0.0014 0.0015 

14 Trellis 0.0026 0.0082 

Average 0.0100 0.0107 

The result of evaluation (Table 4.1) shows that our 

face tracking accuracy is higher than L1_APG[10] 

which is real time robust L1 tracker using 

accelerated proximal gradient approach in most of 

comparison sequences. Moreover, while we initialize 

our system location using the face detection in the 

system, the L1_APG was initialize using the ground 

truth on the first frame. 

 CONCLUSION V.

In this paper, we proposed a system using a 

combination of AAM fitting and cascaded CNN 

detector to track and model the human face. To avoid 

the weaknesses from most model-based tracking 
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target which is the initialization and fast motion, the 

system try to utilize the model from AAM to get 

more information which come from the tracking 

target.  Although there is still a limit in how much 

the system can improve for the model-based 

method, the system should be able to track the 

human face in most of normal life activity. To 

improve the model fitting speed and accuracy are 

still a problem. 

Fig. 6. Sample output from Mhyang, Trellis, and Dudek. 

Fig. 7. Texture Sample from Mhyang, Trellis, and Dudek. 
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