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Abstract 
This paper presents an approach for dynamic hand gesture recognition by using algorithm based on 3D 

Convolutional Neural Network (3D_CNN), which is later extended to 3D Residual Networks (3D_ResNet), 

and the neural network based key frame selection. Typically, 3D deep neural network is used to classify 

gestures from the input of image frames, randomly sampled from a video data. In this work, to improve the 

classification performance, we employ key frames which represent the overall video, as the input of the 

classification network. The key frames are extracted by SegNet instead of conventional clustering algorithms 

for video summarization (VSUMM) which require heavy computation. By using a deep neural network, key 

frame selection can be performed in a real-time system. Experiments are conducted using 3D convolutional 

kernels such as 3D_CNN, Inflated 3D_CNN (I3D) and 3D_ResNet for gesture classification. Our algorithm 

achieved up to 97.8% of classification accuracy on the Cambridge gesture dataset. The experimental results 

show that the proposed approach is efficient and outperforms existing methods. 
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 INTRODUCTION I.

 

Hand gesture recognition is one of the most 

intuitive and natural ways for communication 

between human and computational devices. Recently, 

the role of hand gesture recognition has become 

more significant in many issues such as 

human-computer interaction, human-robust 

interaction and VR/AR applications, due to its 

convenience and naturalness. 

Thanks to the development of computer vision 

techniques and artificial intelligence, many hand 

gesture recognition approaches have been 

developed. In the early years, hand gesture 

recognition has been handled with conventional 

machine learning algorithms with handcrafted 

features [1-3], where 3D skeleton-based geometric 

features are utilized for classification by a linear 

classifier SVM [1] or multiclass SVMs [3] are used.  

 

Recently, hand gesture recognition based on a deep 

convolutional network has been very popular. There 

are several deep learning frameworks for dynamic 

hand gesture recognition with temporal-spatial 

features learning. Typical deep neural networks 

include 3D_CNN [4], 3D_CNN incorporated with 

recurrent neural network (RNN) [5], and long-term 

recurrent convolution network (LRCN) [6].  

To improve recognition performance, the idea of 

utilizing key frame selection with CNN frameworks 

has been employed for efficient hand gesture 

recognition [7-10].  

 In this paper, we focus on dynamic hand gesture 

classification using 3D neural networks such as 

3D_CNN [4], Inflated 3D ConvNet (I3D) [11], 

3D_CNN based on ResNet architecture (3D_ResNet) 

[12]. Since the input includes a set of key frames 

which are extracted by the fast neural network, 

based frames key frames. I3D and 3D_ResNet are 
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the effectiveness of Inception Network [13] and 

ResNets [14] with 3D convolutional kernels, have 

been utilized in these networks, respectively. In this 

algorithm, we apply 3D_CNN type frameworks to 

classify gestures from a series of important key 

frames. From gesture image sequences, the key 

frames are often identified by an efficient video 

summarization method (VSUMM) [15] based on the 

K-means clustering. However, VSUMM is 

expensive in computation time, so it is not suitable 

for the real-time system. So, the fast neural 

network is utilized to learn video summarization 

dictionary that is reasonable for real-time 

implementation. The deep neural network SegNet is 

used to estimate key frames and the result is used 

for gesture classification networks. In our work, the 

optimal number of key frames per a video sequence 

is also estimated to get the best classification 

accuracy.  

 The main contribution of this paper are: (1) the 

performance of gesture classification by various 

3D_CNN frameworks is enhanced through the 

incorporation with key framesextraction; (2) the 

deep neural network SegNet based VSUMM 

significantly improves the effectiveness of key 

frame extraction algorithms and appropriate with 

real-time system; (3) our proposed approach 

outperforms existing methods on the Cambridge 

Hand Gesture Dataset; (4) the optimal number of 

key frames per video to generate best classification 

performance has been obtained from experiments.  

 The remainder of this paper is organized as follows. 

In Section 2, we make a review of relative works. 

The proposed hand gesture recognition algorithm is 

presented in section 3. Section 4, experiments 

conducted on the Cambridge gesture dataset and the 

SHG dataset are reported. After that, conclusion is 

given in section 5.  

 A preliminary version of this paper has been 

presented in [16]. In this paper, we significantly 

improved the recognition performance of the 

algorithm by using 3D_ResNet for classification. 

 

 

 PROPOSED METHOD II.

 

In our approach, the key frame extraction algorithm 

selects the important frames of video input, and 3D 

deep neural network classifies gesture labels from 

the selected frames. In the training phase, 16 

sampled frames of a video data are input to VSUMM 

to select k key frames. A tiled image pattern is 

created from 16 sampled frames and a tiled binary 

pattern is created from selected k key frames as 

shown in Fig. 1. From the generated tiled image 

pattern and tiled binary pattern, SegNet [17] learns 

to identify key frames in a sampled frame sequence. 

Then classification algorithm based on 3D deep 

neural network is trained to classify gestures 

fromthe k key frame input. For the testing phase, 

from 16 sampled frame input, we create a tiled image 

pattern and put it into the SegNet based key frame 

selection. The output of SegNet is tiled binary 

pattern, from which key frames are extracted. From 

extracted key frames, the gesture label is identified 

by 3D neural network as shown in Fig. 2. 

 

2.1 Overall Architecture for Training and Testing 

The input video sequence is randomly sampled with 

16 frames. The k key frames extracted by VSUMM 

algorithms are used to create tiled binary patterns 

for the output label of SegNet. In our algorithm, the 

number of key frames is set to three (k =3), so the 

tiled binary pattern contains 16 blocks with 3 

non-zero blocks each of which indicates the key 

frame index. The 3 key frames retrieved from tiled 

binary patterns of SegNet output are the input to the 

training network for gesture classification by 3D 

neural network.  

 
Fig. 1. Overall training phase of our proposed algorithm 

 

24             2020년 03월 스마트미디어저널 Smart Media Journal / Vol.9, No.1 / ISSN:2287-1322



For testing, firstly, 16 frames are randomly 

sampled from given gesture video input. The 

sampled frames are resized to generate tiled image 

pattern with 4 x 4 single blocks. The tiled image 

pattern is given to SegNet based VSUMM to get the 

tiled binary pattern which indicate the selected key 

frames. The selected three keyframes from 3 

non-zero blocks are used as input to  3D neural 

network for the classification of the hand gesture 

label. The overall procedure of our proposed 

algorithm for the training and testing phase are 

shown in Fig. 1 and Fig. 2, respectively. 

 

2.2 Key Frame Extraction by VSUMM 

 In this approach, we use static video 

summarization algorithm VSUMM based on 

K-means clustering as an effective technique 

for key frame extraction [15]. VSUMM selects 

k key frames from multiple sample frames of 

the video sequence. From color features of 

multiple sampled frames, they are clustered 

into k groups, and then the k key frames are 

selected from each group, as shown in Fig. 3. 

 In VSUMM, a color histogram is computed in 

HSV space to normalize the viewing distance of 

two images by extracting hue histogram. The 

K-means clustering is used to group similar 

frames through the distance between frames 

according to Euclidean distance. For each group, 

the frame which has the closest distance to the 

centroid of each cluster is chosen as a key 

frame. The k key frames of a video are selected 

from each cluster. Because of computation time, 

the VSUMM algorithm is not appropriate for a 

real-time system. Instead, SegNet, a deep 

neural network for fast dictionary learning, is 

used to approximate the VSUMM algorithm as 

shown in the next section. 

 

3.3 Training SegNet for Key Frame Selection 

 The SegNet [17] which is the state-of-art 

architecture for sematic segmentation is used for 

key frame extraction by learning dictionary of tiled 

image patterns and tiled binary patterns. The tiled 

image pattern is constructed from multiple sampled 

frames of a video sequence. The tiled binary pattern 

is a form of multiple non-overlap binary blocks 

containing indices of k key frames. For training 

SegNet, the tiled binary pattern created from k key 

frame extracted by VSUMM method is presented as 

the ground truth.  

 Because SegNet is one of the fastest frameworks in 

semantic segmentation, by utilizing it we can 

accurately approximate key frame selection. 

 

4. 3D Neural Network based classification 

 For the hand gesture classification, we utilize the 

3D neural network to classify gesture labels from 

images sequences. While 2D_CNNs are known as a 

framework only suitable for spatial feature learning, 

3D_CNNs are known as an effective method for 

spatiotemporal feature learning. For input as multiple 

frames, the output of a 3D convolution is multiple 

frames, while the output of a 2D convolution is an 

image. With the 2D_CNN, the temporal information 

Fig. 2. The overall testing phase of our 

proposed algorithm 

 

Fig. 3. The key frames extraction by VSUMM 

 

Fig. 4. Basic 3D_CNN flow 
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will be lost after every convolutional layer, so 

3D_CNNs are used for learning by preserving the 

temporal information in gesture video. 

 In our approach, the dynamic hand gesture video is 

first classified by a 3D_CNN, and improved versions 

of I3D and 3D_ResNet are tried. The basic 3D_CNN 

used in this approach includes 4 convolutional CONV 

blocks, 2 fully connected FC layers, a Relu layer, and 

a soft-max loss layer for label classification, as 

shown in Fig. 4.  

 The CONV block is composed of many layers that 

are 3D convolutional (3D Conv) layer, 3D batch 

norm, Relu, and max-pooling layer. The number 

filters in 4 convolutional layers are 64, 128, 256 and 

256, respectively. After taking many experiments 

with various filter size, the 3x3x3 convolution kernel 

is the best choice for this 3D_CNN algorithm. The 3D 

Conv layer has kernel size 3x3x3, stride 1 and pad 1 

to preserve information of input. The 3D batch norm 

is added after 3D Conv layer to increase the speed of 

network by reducing learning rate after several 

epochs. All max pooling layer have kernel size 

2x2x2, except for first max pooling layer. The first 

pooling layer is max pooling with kernel size 1x2x2 

to prevent to merge the temporal feature in the early 

phase. I3D and 3D_ResNet Network are improved 

versions of residual 3D_CNN, which are 

implemented to utilize the effectiveness of Inception 

Network and ResNets with 3D convolutional kernels, 

respectively. 3D_ResNet networks consist of many 

residual convolutional blocks which consist of 3D 

convolutional (3D Conv) layers, batch norm layers 

and Relu layer which are structured based on 

Inception and ResNet architecture. The example of a 

residual block of the 3D_ResNet network is shown in 

Fig. 5. 

 

 EXPERIMENT AND EVALUATION III.

 

 In this section, experiments are reported for hand 

gesture recognition by using the 3D_CNN type 

networks with SegNet for key frame extraction and 

evaluated on the Cambridge gesture dataset and the 

SHG dataset. 

 The Cambridge gesture dataset [18] includes 900 

videos about 9 single hand gesture types from three 

different shape and three motion types in various 

illuminations. In this dataset, the number of frames 

per each video around from 36 to 120. The SHG 

dataset is collected from the 20BN-Jester dataset 

[20]. The SHG dataset contains 1,400 videos for the 

training set, and 350 videos for the testing set, that 

include 7 large-scale hand gesture classes such as: 

swiping left, swiping right, swiping down, swiping up, 

zooming in, zooming out, doing other things. Each 

video of this dataset contains from 35 to 38 RGB 

frames with variable width. The SHG dataset is more 

complex than the Cambridge gesture dataset due to 

the large-scale background and various gestures. 

 To evaluate the quality of the proposed algorithm, 

we take experiments various presented 3D_CNN 

algorithm in some baselines with multiple randomly 

sampled frames, manually selected 3 key frames, and 

k key frames selected by only VSUMM method. The 

number key frames k is considered to estimate the 

best accuracy classification on the data. The number 

k changes from 3 to 6. 

 This experiment is conducted with GPU Geforce 

GTX 1080 and deep learning framework Keras, 

python3 library. The gesture recognition accuracy 

and computation time of those baseline approaches 

are shown in Table 1.  

This proved that our approach has significantly 

improved the classification accuracy of the basic 

3D_CNN algorithm from 67.14% to 77.71%. This 

Fig. 5. Example residual block of 3D_ResNet 

network 

 

Table 1. The hand gesture accuracies and 

computational time of baseline approaches 

on the SHG dataset 

   
Basic 3D_CNN 
Algorithm  

Average 
Accuracy     

(%) 

Computation 
time (ms) 

With 18 randomly sampled 
frames 

67.14 
 

5.41 

With Manually selected 
key frames 

79.43 4.68 

With 3 key frames selected 
by the proposed algorithm 

74.57 
 

26.69 

With 4 key frames selected 
by the proposed algorithm 

76.43 27.35 

With 5 key frames selected 
by the proposed algorithm 

77.71 28.13 

With 6 key frames selected 
by the proposed algorithm 

74.86 28.48  
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Table also proves the quality of our key frame 

extraction algorithm through an approximate 

comparison with algorithms with manually selected 

key frames.  

 In our experiment, the SegNet based key frame 

extraction takes around 22ms, while key frame 

extraction by only VSUMM takes 328ms. By using 

SegNet, the proposed key frame extraction algorithm 

is clearly faster, and the proposed approach is more 

suitable for the real-time computational requirement. 

The average accuracy of the testing experiment 

conducted on the SHG dataset is 77.71% with 272 

correct recognition videos per 350 testing videos.  

The confusion matrix for the performance of our 

proposed algorithm on the testing dataset is shown in 

Fig. 6.  
To evaluate the classification performance, we 

conducted experiments on the Cambridge gesture 

dataset and compared results with existing 

approaches. The comparison is shown in Table 2. 

The proposed algorithm has the achieved 94.4% 

accuracy on the Cambridge gesture dataset with 

3D_CNN algorithm and it has been improved to 97.8% 

with 3D_ResNet. Table 2 shows that the proposed 

approach significantly outperforms existing methods.  

The basic 3D_CNN based algorithm (94.4% accuracy) 

has the lower classification accuracy to compare with 

the improved version I3D (95.7% accuracy) and 

3D_ResNet (97.8% accuracy), but it is much faster. 

By 28.13ms taken time per a video sequence, the 

experiment proved our system is real-time 

computational efficiency. Our algorithm is much 

faster than LSTM_SMRF algorithm proposed at [7] 

which is 110ms time computation. The experimental 

results show that our method significantly improved 

classification accuracy with effectiveness in 

computation time.  

 

 
 CONCLUTION IV.

 

Machine Learning approaches for image 

processing and computer vision have been 

studied extensively in recent decades[19,20] 

and deep learning has been adopted as a major 

tool for many applications[21,22].  

 In this paper, we presented a hand gesture 

recognition method with a combination of 3D 

neural networks with SegNet based VSUMM. 

SegNet has been used for efficient key frame 

extraction and 3D_ResNet is used for 

classification. The overall performance has 

been proved to be better than existing methods. 

For future research, the more robust 

recognition in the presence of complex 

backgrounds can be explored.  
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